
 Procedia Computer Science   105  ( 2017 )  27 – 33 

Available online at www.sciencedirect.com

1877-0509 © 2017 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
(http://creativecommons.org/licenses/by-nc-nd/4.0/).
Peer-review under responsibility of organizing committee of the 2016 IEEE International Symposium on Robotics and Intelligent Sensors(IRIS 2016).
doi: 10.1016/j.procs.2017.01.183 

ScienceDirect

2016 IEEE International Symposium on Robotics and Intelligent Sensors, IRIS 2016, 17-20
December 2016, Tokyo, Japan

Scanning Camera and Augmented Reality Based Localization of

Omnidirectional Robot for Indoor Application

Ananda Sankar Kundua,∗, Oishee Mazumdera, Ankit Dhara, Prasanna K. Lenkab, Subhasis
Bhaumikc

aSchool of Mechatronics and Robotics, IIEST, Shibpur, Howrah-711103, India
bNational Institute of Orthopaedically Handicapped, Bonhooghly, Kolkata-700091, India
cAerospace Engineering and Applied Mechanics, IIEST, Shibpur, Howrah-711103, India

Abstract

The aim of this paper is to develop an absolute visual localization system of an Omni wheeled robot for indoor navigation. Omni

wheeled based robots have omni directional drive capacity. Conventional localization technique like odometry is not suitable for

such drives due to wheel slippage. An omni robot platform with 4 omni-directional wheels powered by dynamixel motor and a

scanning platform has been developed. We have implemented a localization technique using camera as visual sensor and multiple

markers based on‘ArToolKiT’ an augmented reality application. Various camera related distortion were reduced using 2nd order

surface fit of camera calibration data. To increase the accuracy of the system, fusion of results from multiple markers has been

implemented. Performance of the proposed localization has been verified by studying different pattern based movement of the

system in a test area of 5m X 5m. Novelty of this paper is in development of an omni wheeled robotic wheelchair and proposing a

robust absolute visual based localization set up with single camera and multiple fused markers for indoor navigation.
c© 2016 The Authors. Published by Elsevier B.V.
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1. Introduction

Omni wheeled mobile platforms realizing holonomic and omni-directional motion provides improved mobility

solutions for application related to indoor navigation, guidance robots, electronic wheelchairs and transporter for

geriatric population. Omni-platforms provide flexibility and high manoeuvrability to motion planners and human

drivers due to its capacity to move side wise without changing its orientation. This characteristic is very suitable for

wheelchairs and personal mobile vehicles which are used in daily life for manoeuvring crowded area at home1,2,3.

Localization techniques are classified in two broad categories which are relative localization and absolute local-

ization. Relative localization calculates robot’s position by measuring velocity and yaw angles by encoders fitted

with the wheels or through some inertial system. The pose of the robot is updated from a known starting location by
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integrating the sensor measurements over time as the robot moves. Omni wheels have series of rollers connected to

the main wheel periphery. This arrangement imparts the holonomic motion but also introduces slip during movement.

Due to this, incremental localization cannot be relied alone without the help of an external absolute localization sys-

tem. In absolute localization, robot’s position is calculated by external distance measurement system like ultrasonic

positioning system, the global positioning system (GPS), infra-red network systems, RFID systems, Laser based sys-

tem (LIDAR)4, Vision based localization, etc. Choice of any particular localization technique is dependent on speed,

accuracy cost, application area, etc.

Vision based localization mainly uses triangulation or trilateration or combination of both algorithms. Most con-

ventional vision based localization utilizes an overhead camera looking at the entire movable area of the robot, and

specific colour and shaped markers are mounted on the top of the robot5,6. This type of system, although simple, but

suitable for only small sized robot arenas. Large operating area or multiple rooms would require multiple cameras

installed, and will increase computational complexity for the processing computer.

In this paper, we present development of a 4 wheeled omni robotic platform and propose a new method for absolute

localization based on multiple static augmented reality markers and a 360 degree scanning camera. In this method,

we have used multiple augmented reality markers throughout the arena. These markers have different patterns to

identify them and their position and orientations are known. Scanning camera registers one or more than one marker

at a given point of time and the robot localizes itself with respect to the marker. A non-linear calibration procedure

is implemented to calibrate the readings obtained from the markers. Fusing reading of multiple markers accuracy of

pose estimation is improved. All localization related computations are done inside an on-board portable computer.

There is no need of any additional camera or computing unit anywhere else in the arena. Proposed visual localization

set-up is unique in terms of methodology and implementation.

2. System Development

Unlike differential or steering drive, omni drive systems7,8,9 does not possess holonomic constraints, allowing

motion in both the body axis possible. Moreover, translational movement along any desired path can be combined

with a rotation, so that the robot arrives to its destination at the correct angle . Design of a 4 wheel driven Omni Wheel

based platform needs special attention. Regardless the surface type, all four wheels should receive equal ground

reaction force. Violation of this would result slippage in the wheel having the minimum ground reaction force. This

will introduce errors in the odometry process as well as difficulty in close loop path planning10. To maintain equal

GRF on all the wheels, the wheels should be mounted with proper suspension mechanism. To solve this problem in a

compact sized robot, we have used leaf-spring mechanism.

The drive system of the omni robot platform is designed with 4 dynamixel MX-28 motor. These motors are

extremely compact and light weight (72g), yet provides 3.1N.m torque. The motors have inbuilt PID controller

accompanied by 72MHz ARM processor and 12bit contactless absolute encoder. An Intel NUC CPU (2.2GHz, 4GB

RAM) is used as on board computation for implementation of localization, navigation and control algorithms. A

Logitech C270 web cam is mounted on a dynamixel MX-28 motor to capture image and video for localization and

obstacle avoiding. The motor allows full 360deg rotation in the scanning plane. Developed omni robot is shown in

Fig.1.

3. Localization Method

Localization by odometry is incremental in nature. An absolute referential system is required to initialize the pose

and also for periodic check of any possible deviations from the actual pose. Omni wheel driven vehicles have a lot

better mobility than differential drive vehicles, but this imposes much loss in traction. Due to low traction forces and

being over actuated, lot of slip occurs between the wheels and ground surface. So a robust absolute localization is

required for implementing any closed loop control system of 4 wheel drive omni robots.

3.0.1. ArToolKiT
Augmented Reality Technologies, though not specifically designed to use with mobile robot localization have been

advanced a lot due to extensive research in the last decade. A typical Augmented reality system tracks a specially
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(a) (b) (c)

Fig. 1: a) Drives and electronics section of Omni robot b) CAD model of the developed Omni Platform c) Photographic view of the developed

system

(a) (b) (c)

(d)

Fig. 2: a) Photo of the markers used. b) Snapshot of the markers mounted in the walls. c) Relation of the co-ordinate frames d) 360 degree

panorama showing all the markers in the arena.

designed marker, computes the camera’s position and orientation with respect to the environment and overlays some

computer graphics generated object into the display device. Markers can be visual11,12,13,14,15,16,17 or infrared18,19.

Out of several other augmented reality toolkit, ArToolKit20, Siemens Corporate Research (SCR) marker system21 are

common.

We have used ATK in Unity 4.6 running on Windows 7 platform in an Intel NUC system powered by 2.2 GHz quad

core CPU and Intel HD graphics. The omni robot is controlled by a single on-board computer. Logitech HD web cam

C270 is used to scan the marker images. Image is acquired from streaming video running at 30 fps.

3.0.2. Arena Setup
Although Augmented Reality technology is pretty much applied for its intended applications, its application in

mobile robot localization is not much explored except a few22,23. 22 used multiple marker based mobile robot localiza-

tion. The robot is mounted with several markers on its sides and top. Multiple cameras are installed on the ceiling to

cover the robot’s operating area.

We have used static markers mounted in the room walls and the camera is embedded into the robot. This type of

system is having two major advantages over22. Firstly, there is no need of multiple cameras, thus reducing set up

cost of a new environment, secondly all processing is done on a single computer and that is also on-board; so there is
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no need of wireless communication between the localization computers and the robot CPU. One corner of the floor

is taken as origin of Inertial or global frame. Markers are positioned in the wall (Fig.2 a,b) evenly distributed with

a nominal distance of 2m between them. The height at which the markers are placed is determined by the scanning

plane of the camera. As we have not implemented any tilting mechanism for the camera, this is an important criteria.

The center of the markers are placed 40cm above ground. ArToolKiT based system can extract 6 degree of freedom

position and orientation information from the markers. But, as we are dealing with localization of a mobile robot in

a 2D plane, only translation in x and y axis and rotation about z axis are considered. Marker position and orientation

[xm, ym, θm]T with respect to the inertial frame [xI , yI , αI]
T is measured and represented as (Fig.2c)
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Where Xm, Ym and α is the relative translation and rotation of the markers with respect to the inertial frame. A

360deg panoramic view of the arena with all the detected marker augmented with different shaped objects is shown

in Fig.2d.

3.0.3. System Calibration
ArToolKit based system initially calculates marker’s position and orientation with respect to camera’s body axis.

If [xc, yc, θc]T and [xm, ym, θm]T are position and orientation of the camera and marker with respect to the inertial axis,

respectively, we can write
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[xr, yr, θr] are the reading of the position and orientation obtained from the ArToolKiT marker.

The relation between true and measured data set do not follow a linear relationship. This non-linearity is due to lens

distortion and other camera related parameters. The non-linearity should be mapped before we can use the reading

for practical purpose. If we plot the true value of x and y in surface plot with respect to measured x and y value, we

obtain the graphs shown in Fig.3. From here it is clear that both the true value of x and y depends upon the measured

values of x and y. If Xm and Ym are the measured values and if Xc and Yc are the corrected values after the calibration,

we can write Xc = f (Xm,Ym) and Yc = f (Xm,Ym). To build the relation, we have used MATLAB surface fit function to

express [Xc,Yc] as 3rd order, two input polynomial function (3),(4). The polynomial co-efficients have been calculated

using the calibration data.

Xc = px00 + px10.Xm + px01.Ym + px20.X2
m + px11.Xm.Ym + px02.Y2

m + px21.X2
m.Ym + px12.Xm.Y2

m + px03.Y3
m (3)

Yc = py00 + py10.Ym + py01.Xm + py20.Y2
m + py11.Ym.Xm + py02.X2

m + py21.Y2
m.Xm + py12.Ym.X2

m + py03.X3
m (4)

With (3),(4) the non-linearity problem in the measured location is solved. The calibrated data can be used for the

further calculation. Fig.3 shows the fitted surface function along with the data points used to extract the surface.

3.0.4. Scanning
Use of fixed markers and movable cameras impose its own challenges. First of all there is a minimum distance from

where the marker can be seen completely. For this reason, the robot cannot approach to near of a wall mounted marker.

Secondly, the accuracy of the calculated positions decrease with distance from the markers. Lastly the viewing angle

of the camera is 60deg. There may be cases where no markers are detected within this viewing angle, may be blocked

by some obstacle. So a 360 deg horizontal scanning is the solution. The camera is mounted on a Dynamixel MX-28

motor (Fig.1c), which receives command from the Unity Software running the ATK program. The camera is rotated

by 30 deg in every iteration and picture is taken for processing. The scan interval is kept at half of the camera viewing

angle to ensure enough overlapping between consecutive scans. This ensures all the markers are detected atleast once.
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(a) (b) (c)

Fig. 3: a) Plot of true location vs measured location b),c) 2nd Order surface fitted with the Measured x and y values.

As the rotational axis of the camera passes through the centre point of the 4 wheels, no translation is present

between camera axis and robot body axis. But the camera viewing angle is changed during the scanning. If the scan

angle is θi at ith scan iteration, we can relate robot’s body frame [xb, yb, θb]T with the camera frame [xc, yc, θc]T by

using the following equation.
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Finally we can relate the robot body frame [xb, yb, θb]T to the inertial frame from [xI , yI , θI]
T as
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Here [Xm,Ym, α] are location of the markers in the arena, [xr, yr, θr] are readings returned by ArToolKiT and θi is

the camera scanning angle. So using (6), robots absolute position and orientation can be calculated from the reading

obtained from the ArToolkKiT, with respect to a particular marker. The series of transformations and the axes are

depicted in Fig.2c. For one complete 360 deg scan, there may be multiple markers detected. Accuracy from all the

detected markers during one complete scan depends on the factors like distance from the marker, presence of any

obstacle, viewing angle etc.

4. Results and Discussion

For system evaluation, we have tested the performance of the localization system for two cases. A square trajectory

and a circular trajectory is generated by set of equations. For a complete cycle of the trajectory, the motion has been

paused in 8 segments and a visual localization scan is performed. The Fig.4a shows results obtained from the square

trajectory, where, for all the pause locations, readings obtained form each marker along with their average and true

location reading (measured by measuring tape) are shown. Fig.4c shows similar reading for the circular trajectory.

Fig.4 b,d shows the statistical (mean and variance) distribution of errors obtained from readings of every marker

(averaged for all the eight locations) and also error from the mean reading from all the markers. Table.1 shows mean

and variance values obtained from both the trajectory.

Localization readings obtained from individual markers show an average error ranging from 2.5cm to 5cm. Fused

localization obtained by taking mean of the readings obtained from all the markers shows a significant improvement

upon the individual readings. From the Fig.4b and Fig.4c, steeper nature of the Fused distribution curve further

confirms that the precision of the localization reading is much improved by taking readings from multiple markers

and fusing them.
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Fig. 4: Relation between True and measured values

Table 1: Mean and variance of the obtained result

Marker ID μ1 σ1 μ2 σ2

M1 4.6775 2.9357 3.7799 2.7629

M2 2.8416 2.0675 2.3664 1.0998

M3 4.2854 2.2804 4.0502 2.1702

M4 2.8244 0.8333 4.1626 2.4744

M5 3.4855 3.2340 3.7888 1.2377

M6 3.3034 1.5667 4.2927 3.7277

M7 2.8581 1.3316 3.0372 1.1049

M8 2.7030 1.6950 3.5784 1.7325

M9 4.0569 1.0261 5.6593 7.9197

Fused 0.6433 0.3382 1.0971 0.5885

5. Conclusion

Absolute localization technique is necessary for most of the omnidirectional robots due to their slip problems. In

this paper, we present absolute localization techniques on an indigenously developed 4 wheel driven omnidirectional

robot platform. Major contribution of the paper lies in implementing a single scanning camera and augmented reality

based localization platform. The omni robotic platform and its localization methods are suitable for many indoor
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applications including museum guidance systems, automated carts in shopping malls, automated wheelchair systems

and many other indoor service robots.

The system requires 5sec to scan the entire 360 deg. During the scan, the robot have to be stationary. This limits

the update rate of the system to be little bit slower. But for real life applications, a frequent scan is often not required.

Once the robots co-ordinates are initialized by a initial scan, robot can rely on its odometry for localization. But after

a certain interval (like 5 minute or more), robot may perform a scan and update its current location to correct any drift

caused by the odometer data.

References

1. Watanabe, K., Shiraishi, Y., Tzafestas, S.G., Tang, J., Fukuda, T.. Feedback control of an omnidirectional autonomous platform for mobile

service robots. Journal of Intelligent and Robotic Systems 1998;22(3):315–330.

2. Muir, P.F., Neuman, C.P.. Autonomous Robot Vehicles; chap. Kinematic Modeling for Feedback Control of an Omnidirectional Wheeled

Mobile Robot. New York, NY: Springer New York. ISBN 978-1-4613-8997-2; 1990, p. 25–31.

3. Ren, C., Ma, S.. Dynamic modeling and analysis of an omnidirectional mobile robot. In: 2013 IEEE/RSJ International Conference on
Intelligent Robots and Systems. 2013, p. 4860–4865. doi:10.1109/IROS.2013.6697057.

4. Rhrig, C., He, D., Kirsch, C., Knemund, F.. Localization of an omnidirectional transport robot using ieee 802.15.4a ranging

and laser range finder. In: Intelligent Robots and Systems (IROS), 2010 IEEE/RSJ International Conference on. 2010, p. 3798–3803.

doi:10.1109/IROS.2010.5651981.

5. Simon, M., Behnke, S., Rojas, R.. RoboCup 2000: Robot Soccer World Cup IV; chap. Robust Real Time Color Tracking. Berlin,

Heidelberg: Springer Berlin Heidelberg. ISBN 978-3-540-45324-6; 2001, p. 239–248.

6. Bruce, J., Balch, T., Veloso, M.. Fast and inexpensive color image segmentation for interactive robots. In: Intelligent Robots and Systems,
2000. (IROS 2000). Proceedings. 2000 IEEE/RSJ International Conference on; vol. 3. 2000, p. 2061–2066 vol.3.

7. Mazumder, O., Kundu, A.S., Chattaraj, R., Bhaumik, S.. Holonomic wheelchair control using emg signal and joystick interface. In:

Engineering and Computational Sciences (RAECS), 2014 Recent Advances in. 2014, p. 1–6. doi:10.1109/RAECS.2014.6799574.

8. Kundu, A.S., Mazumder, O., Chattaraj, R., Bhaumik, S.. Door negotiation of a omni robot platform using depth map based nav-

igation in dynamic environment. In: Contemporary Computing (IC3), 2014 Seventh International Conference on. 2014, p. 176–181.

doi:10.1109/IC3.2014.6897169.

9. Kundu, A.S., Mazumder, O., Dhar, A., Bhaumik, S.. Occupancy grid map generation using 360 deg scanning xtion pro live for indoor

mobile robot navigation. In: 2016 IEEE First International Conference on Control, Measurement and Instrumentation (CMI). 2016, p.

464–468. doi:10.1109/CMI.2016.7413791.

10. Biswas, K., Kundu, A.S.. An improved method of frenet-serret based guidance of a non-holonomic wmr. In: Communications, Devices and
Intelligent Systems (CODIS), 2012 International Conference on. 2012, p. 488–491. doi:10.1109/CODIS.2012.6422245.

11. Zhang, X., Fronz, S., Navab, N.. Visual marker detection and decoding in ar systems: A comparative study. In: Proceedings of the 1st
International Symposium on Mixed and Augmented Reality; ISMAR ’02. Washington, DC, USA: IEEE Computer Society. ISBN 0-7695-

1781-1; 2002, p. 97–. URL: http://dl.acm.org/citation.cfm?id=850976.854955.

12. Saito, S., Hiyama, A., Tanikawa, T., Hirose, M.. Indoor marker-based localization using coded seamless pattern for interior decoration. In:

Virtual Reality Conference, 2007. VR ’07. IEEE. 2007, p. 67–74. doi:10.1109/VR.2007.352465.

13. Wright, J., Friemel, B.. Method and system for marker localization. 2010. URL: https://www.google.com/patents/US7747307; uS

Patent 7,747,307.

14. Nakazato, Y., Kanbara, M., Yokoya, N.. Discreet markers for user localization. In: Wearable Computers, 2004. ISWC 2004. Eighth
International Symposium on; vol. 1. 2004, p. 172–173. doi:10.1109/ISWC.2004.15.

15. Reitmayr, G., Drummond, T.. Going out: Robust model-based tracking for outdoor augmented reality. In: Proceedings of the 5th IEEE
and ACM International Symposium on Mixed and Augmented Reality; ISMAR ’06. Washington, DC, USA: IEEE Computer Society. ISBN

1-4244-0650-1; 2006, p. 109–118. URL: http://dx.doi.org/10.1109/ISMAR.2006.297801. doi:10.1109/ISMAR.2006.297801.

16. Li, Y., Meng, C., Liu, D., Wang, T.. Visual marker localization in robot-assisted stereotactic neurosurgery. In: Robotics, Automation and
Mechatronics (RAM), 2011 IEEE Conference on. 2011, p. 24–29. doi:10.1109/RAMECH.2011.6070450.

17. Farkas, Z.V., Korondi, P., Illy, D., Fodor, L.. Aesthetic marker design for home robot localization. In: IECON 2012 - 38th Annual
Conference on IEEE Industrial Electronics Society. 2012, p. 5510–5515. doi:10.1109/IECON.2012.6388951.

18. Yusuke Nakazato, M.K., Yokoya, N.. A localization system using invisible retro-reflective markers. In: Proc. SPIE 5664, Stereoscopic
Displays and Virtual Reality Systems XII, 563. 2005, .

19. Nakazato, Y., Kanbara, M., Yokoya, N.. Localization system for large indoor environments using invisible markers. In: Proceedings of
the 2008 ACM Symposium on Virtual Reality Software and Technology; VRST ’08. New York, NY, USA: ACM. ISBN 978-1-59593-951-7;

2008, p. 295–296. URL: http://doi.acm.org/10.1145/1450579.1450660. doi:10.1145/1450579.1450660.

20. Kato, H.. Open source augmented reality sdk. 2015. URL: http://artoolkit.org/.

21. Zhang, X., Fronz, S., Navab, N.. Taking ar into large scale industrial environments: Navigation and information access with mobile

computers. In: Int.Symp.on Augmented Reality. IEEE; 2001, .

22. Ceriani, S., Fontana, G., Giusti, A., Marzorati, D., Matteucci, M., Migliore, D., et al. Rawseeds ground truth collection systems for indoor

self-localization and mapping. Autonomous Robots 2009;27(4):353–371. URL: http://dx.doi.org/10.1007/s10514-009-9156-5.

doi:10.1007/s10514-009-9156-5.

23. Kundu, A.S., Mazumder, O., Chattaraj, R., Bhaumik, S.. Close loop control of non-holonomic wmr with augmented reality and potential

field. In: Engineering and Computational Sciences (RAECS), 2014 Recent Advances in. 2014, p. 1–5. doi:10.1109/RAECS.2014.6799581.


